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● Who am I?
○ Stanford BS in CS 2016, MS in CS 2017
○ Concentration in Artificial Intelligence

■ Research in natural language understanding and dialogue systems with emphasis on 
deep learning techniques

○ Currently engineer at RideOS in San Francisco
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What is Deep Learning?

Artificial Intelligence

Machine Learning

Deep Learning



Artificial Intelligence

● The science of developing techniques to endow non-sentient entities 
(machines) with complex reasoning abilities



Machine Learning

● The development of algorithms for learning statistical relationships in data 
that can be used in predictive tasks





Machine Learning

● Let’s say you’re trying to build a spam filter for some company… called 
Hoogle





● You are given 1000 emails with labels per email indicating SPAM or 
NOSPAM

SPAM NOSPAM
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Identifying Spam

● Grammatically incorrect subject
● @ domain is unrecognized given user history
● A lot of memes in language never seen before in my email
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Identifying Non-Spam

● Mention of IBM
● @cs.stanford.edu probably whitelisted
● Mention of on-site interviews, students, Watson, artificial intelligence, etc.
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Spam Filtering

● You combine your insights to identify and extract a set of features from the 
data

● When you see an email mention IBM that isn’t spam, you +1 to the 
CONTAINS_IBM feature

● When you see a spam email contain memes in a foreign language, you +1 to 
the FOREIGN_LANGUAGE feature
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Testing Your System’s Performance

● Do you test on the 1000 emails you used to engineer features?
○ NO!!!
○ Why?

● We need a set of emails we haven’t seen before
○ Test on 100 new emails
○ Held-out test set
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Summary

● Paradigm of training from labelled data, testing on unseen data underlies 
almost all of machine learning!

○ Predicting housing prices
○ Classifying images
○ Building a speech recognizer
○ Predicting whether someone should be a friend recommendation in FB
○ etc.
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Back to Deep Learning...

● Ideas have been around since the 1980s
● Resurgence of interest in 2011

○ A deep neural network achieved ~11% error reduction on ImageNet dataset

● Why now?
○ Better techniques for training neural networks
○ More data
○ Better hardware
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Why is it different?

● Previously when tackling spam filtering, feature engineering was the crux of 
building the best system

○ Manual domain-specific characteristics of data

● Imagine if all we had was 1000 emails with labels and the model learned 
EVERYTHING on its own 
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Lather, Rinse, Repeat!



Let’s train a neural network!

https://github.com/mihail911/deep-hwack



Thanks For Listening!

      mihail911@gmail.com

      www.mihaileric.com

mailto:meric@cs.stanford.edu

